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We evaluate the associative memory capacity of sequence decoders with different internal mech- We have developed 3 synthetic datasets that test the model’s ability to remember previous | F \ * A 1 /"W} NA NN TV
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Goal: test how well these models generalize to longer sequences on structured tasks z y.//N'j

. 001101001101011 {LCH)TCLIYXYrL1 C) T - |- Softmax Attention
that require long-range recall. S Linear e —
XXV XXS SV XSV XXX XXXXXXXXXV X/ XV ol | v | — o
S g h g -8 }--Deltal\iiltlicliiﬁlalized — :;Tstm
. . . . . o« o . . . -¥r- Mamba — ot
To evaluate associative memory and generalization outside of the training distribution, we ol —— L _ S ww wm mw w0 e mw o
° 1 1 Length of the evaluation sequence : . : :
2. Pre\"ou S WO rk trained models on short sequences of length 32 and evaluated them on progressively longer ones . . Figure 6: Evaluation recall on Dyck when trained on length 32
. Ll : Figure 5: Recall of the models on Dyck, trained on length and evaluated on length 48 sequences. All models start com-
of length 48, 64, 128, 256. Models were trained with identical hyperparameters. . .
32 sequences, evaluated for various lengths. parably, but some do worse the longer they are trained.
Transformers (Vaswani et al.) and their instances (e.g., GPT) have shown strong performance
using self-attention and masked attention. However, their quadratic time complexity limits gen- R I m m I i m
eralization over long sequences. 5' esu ts d d CO ciusions
To address this, several methods propose linearizing attention, effectively making transformers 51 Bit parity 5.3 Conclusions
behave more like RNNs—improving scalability and potentially restoring long-horizon associative . : : : :
P 5 y P y 57016 . ,\ A ) . A )  The drastic drop in evaluation accuracy on simple tasks shows that, other than
memory. = f . f . : :
y 0 Softmax Attention 0 Softmax Attention the LSTM, all the other modified transformers lack a state representation of the
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3. MOdE'S - Mamba - Mamba « Most models perform better when we constrain the number of ones. We hypoth-
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: : esize that this is because the ”1” is the signal that tells the model to change state,
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Starting from a genericdecoder architecture (1), we have replaced the attention layer with several " A NG N and so the fewer there are, the faster it can learn.
linear RNNs, as well as with a classic self attention in order to benchmark the linear Transformers. n | R N e * » LSTM performs the best, followed by DetaNet and the LRU. It would be interesting
. _ _ to explore DeltaNet and LRU in greater detail to understand what gives them the
We used three synthetictasks to benchmark seven architectures: LSTM, QLSTM, LRU, Linear Trans-
50— s T s0 Lt 1 £ performance advantage.
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,f ‘x Figure 2: Accuracy on bit parity. Figure 3: Accuracy on bit parity with 12 ones.
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: . : Y WM « Study the effectiveness of the models on a non-stationary task such as multi-query associative
1 1 1 & T A J I & L j | — . rain Jen—32,evalJem—43 retrieval, where different (key, value) pairs are given to the model and then queried, but the
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Input Embeddings LayerNorm ol | — — — | | | | | | | wmmnems e | yalyes gre updated over time at different rates.
— — —— 1 1 t « Understand in greater depth relative performance differences of some models on certain tasks;
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e Input 1 Input2 | | Inputn | J Figure 4: We compare training on sequences of length 16 and 32 with exactly 12 ones, evaluated on sequences 50% ,
e 4 longer. Certain models such as LRU overfit when training on a high percentage of ones (Left) and do poorly when for example the QLSTM does much better than other models on Dyck, but only average on Bit
evaluated on longer sequences (Right). This does not occur when trained on longer sequences with a lower percent- Parity.

Figure 1: Transformer Decoder age of ones. Other models such as QLSTM do not exhibit this behavior.



	Introduction
	Previous work
	Models
	Datasets and Methods
	Results and Conclusions
	Bit parity
	Dyck
	Conclusions

	Future Work

